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A Brief History of NSCC-GZ

NG e
The biggest science & technology facility of Guangdong Province and tf
science & technology project of Guangzhou - joinl’il/?/ sponsored by MOST,
' etropolitan G’oyernnﬁgnt, Sun

Guangdong Provincial Government, Guangzhou
Yat-Sen University with total capital investment of

Aim at developing Tianhe-2 supercomputer with peak performance over

NUDT won the contract from Guangzhou Metropolitan Government and the
project was initiated in November 2011, with simultaneous construction of the
mainframe system, Tianhe-2 building and supporting facilities

In June 2013, the first phase Tianhe-2 supercomputer was ranked world’s No.1
with a performance of under the Top500 Linpack benchmark
test and retained its title in Nov 2013, June and November 2014, respectively

In October 2013, the first phase Tianhe-2 supercomputer was shipped from
Changsha to Guangzhou

In November 2013, “National Supercomputer Centre in Guangzhou” was
awarded by MOST

In April 2014, the first phase of Tianhe-2 system started trial service

July — January 2015, Tianhe-2 system was undergone upgrade but still
provided limited service
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Tianhe-2 Supercomputer (15t Phase)

ltems Configuration

Processors 32000 Intel Xeon (E5-2692 12C) CPUs + 48000 Xeon Phi
31S1P + 4096 FT1500A CPUs. The peak performance is
94 .9PFlops

Interconnect Proprietary high-speed interconnection network TH Express-2
Memory 1.2PB in total
Storage Global shared parallel storage system, 15PB
Cabinets 125+13+24+8=170 compute/communication/storage/service

Cabinets
Power 17.8 MW (1.9 GFlops/W)

Cooling Closed Air/\WWater cooling system
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Software Stack of Tianhe-2 Supercomputer
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aMETENARSSZITEEE
(HPC Application Service and Cloud Computing Platform)
B TSHEING
MNFEIEA RS (Scientific Data Visualization System) (Runtime
Environment)
SO TIRIZHELR
(Parallel Numerical Toolkit for Multi-field of Scientific Applications)
FiTtEREnth LR
‘ (Parallel Performance Profiling Tool)
\\
OpenMC4%z1¥ 2§ ﬁjﬁfﬁﬁ%
(OpenMC Compiler) Development
Environment)

OpenMPH1T4m1F 25
(OpenMP Compiler)
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24t (Resource Management System)

ROUREINR

_ (System
‘%% (Parallel File System) Environment)

‘EZ 4t (Operating System)
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Key Features of Tianhe-2 Supercomputer

\"e
High performance — the No.1 on the TOPS& 2013
with a peak performance of 54.9 PFlops
High energy efficiency — 1.9GFlops/W

Multipurpose heterogeneous architecture for HPC
as well as for high throughput and big data

Easy to use — greatly simplified the complexity of
application programming with OpenMC

High availability — an autonomous fault tolerant
management system




f'\ §vJ (ﬂ ) 1 5 3T M e

To facilitate To integrate industrial

interdisciplinary research sectors with relevant
on HPC applications and mputer academic communities for

to carry out large scale entre in accelerating industrial
scientific and engineering Guangzhou transformation toward
projects with strategic high-end of sectors with
importance high added values

To provide high throughput
and high security
information service and
cloud computing
To explore a self- applications for

sustained route for development of smart city
the growth of state-

owned organization
to meet the needs
of HPC market.

To train postgraduates,
post-docs and non-
specialists for HPC

applications
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NATIONAL SUPERCOMPUTER CENTER IN GUANGZHOU

Organization of NSCC-GZ

Academic Committee Director and Council and
for Strategic Planning Leadership Team Governing Board

Administration Support
(HR, finance, project initiatives and planning, IP,
commercialisation, international collaboration, efc.)

IT Enabling Support and Training
(HPC, Big Data and Cloud Computing, etc.)

Smart City —
e-government,
e-education,
e-healthcare,
e-finance...

Life Sciences Digital Energy Earth Science
2l Design, Related e

Personalised Animation and , Environmental
. : Technologies . :
medicine Manufacturing Engineering

Materials
Science and
Engineering

End user groups led by Pls from academic and industrial R/D communities
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An Integrated HPC & Big Data Research and Innovation Platform

Digital design and Manufacture of  Energy explora ﬁ{, __ 0
manufacture of nano- biopharmaceuticals, and production,” || climate, ine,
and metamaterials and disease prevention renewable energy,/lenvir '__m'ent, smart

smart device and treatment energy storage city, the earth

Fundamental particles, atoms, molecules, macromolecules, molecular self-
assembly, nano materials, liquid crystal, colloidal particles, cells, blood,
metacomposite, intelligent devices, tissue, organ, human body, building, mountains

and rivers, smart city, earth, galaxy, the universe, etc. complex systems

NSCC-GZ , “Compute-X" Interdisciplinary Research Centre
for High Performance Computing, Sun Yat-sen University etc.

Applied Mathematics  Informatics Physical Life Sciences Medical and Social
& Computational Science and Sciences and and Human Sciences and
Science Technologies Engineering Biotechnology Science Humanities
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An Integrated Multiple Scale Simulation Platform

Immersed Boundary Method }%“‘
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Two-fluid Model (SCFT+Reptation)
Stochastic Entanglement Dynamics
Lattice Boltzmann Methods (LBM)

Smooth Particle Hydrodynamics (SPH)
/ Theoretical approach: SCFT

Kinetics of signalling and metabolic pathways
Coarse-grained Monte Carlo (MC) and Molecular

Dynamics (MD) and Non-equilibrium MD
Car-Parrinello MD, Quantum MC

10° sec
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An Integrated Ecosystem for Research and Innovation
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Experimental Platform
Analytical, Measurement
and Fabrication Tools to
reveal systems dynamics
at various time and length

scales

FULLY
INTEGRATED Big Data Platform

" dslim'maotlio'n Pllattf_ormt | PLATFORM Data and text mining,
f odu Ia'”Te S"I“u C IocI“:I'oo Sf seamless data flow of various
or multiple scale modelling o types between experimental

mplex ms with : i
C:O F;e systems \ t g and simulation platform and
molecular, mesoscopic an cross-correlation analysis

continuum dynamics tools
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Development of Large-scale Virtual Drug Screening Software
Shanghai Institute of Pharmaceuticals and Beihang University

PaRFT e -
R
» At SR

B Molecular docking (virtual screening) is an important toolto
B A lot of software has poor scalability and low efficiency

B Drug screening software performance

+ Assessment of affinity for 750K small molecular compounds

® |n half hour using 150K CPU cores in Tianhe-2
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Mapping Gene Regulatory Networks using Million-cores Parallel Computing
Georgia Institute of Technology

The first ever genome-scale approach for construction of' e regl
networks of Arabidopsis thaliana using Bayesian network Stilctureiearm
Whole genome regulatory networks help us understand gene r%QUIa f

mechanisms on a genome-wide scale

Large-scale CPU/MIC heterogeneous parallel computing
® 8192 Nodes, 1.6 millions of cores
® Measured performance: 4.81 PFlops
® Scientific application with 220 millions of elements runs 3 hours
® Nearly linear weak scaling, 83% strong scaling parallel efficiency

Arabidopsis thaliana ,

the first plant to have its genome
completely sequenced

strong scaling form 256 to 8192 nodes






