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ARCHER in new book 

• Vol 2: 

– EPCC - ARCHER 

– NERSC 

– NREL 

– NCAR 

– ZIB 

– RIKEN 

– KTH Royal Institute of Technology 

http://j.mp/chpc2015  

http://j.mp/chpc2015
http://j.mp/chpc2015
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Overview 

• Our community has major challenges in HPC as we move to extreme 
scale 

– Power, Performance, Resilience, Productivity 

– Major shifts in architectures, software, applications 

• Not just HPC: Most uncertainty in two decades 

• New technologies emerging to address some of these challenges 

– Heterogeneous computing 

– Nonvolatile memory 

• Consequently, we now have critical situations in  

– Portable programming models 

– Performance prediction for procurement, optimization, etc 

• Aspen is a tool we have developed for performance prediction 
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Surveying the HPC Landscape: 

Today and Tomorrow 

 



6 

Notional Exascale Architecture Targets 

(From Exascale Arch Report 2009) 

System attributes 2001 2010 “2015” “2018” 

System peak 10 Tera 2 Peta 200 Petaflop/sec 1 Exaflop/sec 

Power ~0.8 MW 6 MW 15 MW 20 MW 

System memory 0.006 PB 0.3 PB 5 PB 32-64 PB 

Node performance 0.024 TF 0.125 TF 0.5 TF 7 TF 1 TF 10 TF 

Node memory BW 25 GB/s 0.1 TB/sec 1 TB/sec 0.4 TB/sec 4 TB/sec 

Node concurrency 16 12 O(100) O(1,000) O(1,000) O(10,000) 

System size (nodes) 416 18,700 50,000 5,000 1,000,000 100,000 

Total Node 

Interconnect BW 

1.5 GB/s 150 GB/sec 1 TB/sec 250 GB/sec 2 TB/sec 

 

MTTI day O(1 day) O(1 day) 

http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/  

Parallel I/O ?? 

http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
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Notional Future Architecture 

Interconnection 

Network 
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Earlier Experimental Computing Systems 

• The past decade has started the 
trend away from traditional 
‘simple’ architectures 

• Mainly driven by facilities costs 
and successful (sometimes 
heroic) application examples 

• Examples 
– Cell, GPUs, FPGAs, SoCs, etc 

• Many open questions 
– Understand technology challenges 

– Evaluate and prepare applications 

– Recognize, prepare, enhance 
programming models 
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Emerging Computing Architectures – Future 

• Heterogeneous processing 

– Latency tolerant cores 

– Throughput cores 

– Special purpose hardware (e.g., AES, MPEG, RND) 

– Fused, configurable memory 

• Memory 

– 2.5D and 3D Stacking 

– HMC, HBM, WIDEIO2, LPDDR4, etc 

– New devices (PCRAM, ReRAM) 

• Interconnects 

– Collective offload 

– Scalable topologies 

• Storage 
– Active storage 

– Non-traditional storage architectures (key-value 
stores) 

• Improving performance and programmability in 
face of increasing complexity 

– Power, resilience 

HPC (mobile, enterprise, embedded) computer design is more fluid now than in the past two decades. 
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Recent announcements 
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NVRAM Technology Continues to Improve – Driven by 

Market Forces 

http://www.eetasia.com/STATIC/ARTICLE_IMAGES/201212/EEOL_20

12DEC28_STOR_MFG_NT_01.jpg  

http://www.eetasia.com/STATIC/ARTICLE_IMAGES/201212/EEOL_2012DEC28_STOR_MFG_NT_01.jpg
http://www.eetasia.com/STATIC/ARTICLE_IMAGES/201212/EEOL_2012DEC28_STOR_MFG_NT_01.jpg
http://www.eetasia.com/STATIC/ARTICLE_IMAGES/201212/EEOL_2012DEC28_STOR_MFG_NT_01.jpg
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Comparison of emerging memory technologies 

Jeffrey Vetter, ORNL 

Robert Schreiber, HP Labs 

Trevor Mudge, University of Michigan  

Yuan Xie, Penn State University 

SRAM DRAM eDRAM 2D NAND 

Flash 

3D NAND 

Flash 

PCRAM STTRAM 2D ReRAM 3D ReRAM 

Data Retention N N N Y Y Y Y Y Y 

Cell Size (F2) 50-200 4-6 19-26 2-5 <1 4-10 8-40 4 <1 

Minimum F demonstrated (nm) 14 25 22 16 64 20 28 27 24 

Read Time (ns) < 1 30 5 104 104 10-50 3-10 10-50 10-50 

Write Time (ns) < 1 50 5 105 105 100-300 3-10 10-50 10-50 

Number of Rewrites 1016 1016 1016 104-105 104-105 108-1010 1015 108-1012 108-1012 

Read Power Low Low Low High High Low Medium Medium Medium 

Write Power Low Low Low High High High Medium Medium Medium 

Power (other than R/W) Leakage Refresh Refresh None None None None Sneak Sneak 

Maturity 

http://ft.ornl.gov/trac/blackcomb 

http://ft.ornl.gov/trac/blackcomb
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Thinking back to 2009 projections, where is DOE in 

2015? 
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Some ratios will be challenging to mitigate 

 System attributes 2001 2010 2014 est 2018 Ratio of Summit to Titan

Name Seaborg3 Jaguar Titan SUMMIT

System peak 10 Tera 2 Peta 27 136 5.04

Power (MW) 0.8 6 9 10 1.11

Node main memory (GB) 38 512 13.47

System memory (PB) 0.006 0.3 0.7106 1.7408 2.45

Node Persistent Memory (GB) 800

System Persistent Memory (PB) 2.72

Node performance (TF) 0.024 0.125 1.4 0.5 7 40 28.57 1 10

Node memory BW 25 GB/s 0.1 TB/sec 1 TB/sec 0.4 TB/sec 4 TB/sec

Node concurrency 16 12 O(100) O(1,000) *POWER9s + *VOLTAs O(1,000) O(10,000)

System size (nodes) 416 18700 18700 50000 5000 3400 0.18 1000000 100000

Total Node Interconnect BW 1.5 GB/s 150 GB/sec 1 TB/sec 250 GB/sec 2 TB/sec

injection bandwidth per node (GB/s) 6.4 23 3.59

File system capacity (PB) 32 120 3.75

File system bandwidth (TB/s) 1 1 1.00

MTTI day O(1 day) O(1 day)

5 32-64

“2015” “2018”

200 1 Exaflop/sec

15 20

∞ 
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Observations about these trends 

• Aside from all the interesting technical questions for computer 
scientists… 
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Observations about these trends (2) 

1. For the success of HPC, we need to be very careful at this point 

2. Complexity is everyone’s enemy! 

 

3. Performance portable programming models should be mandatory 
on all current and future architectures 

1. Increasingly, apps teams are spending time porting to new architectures 
rather than doing science 

4. Performance prediction techniques and tools are critical 

1. Previously, a poor (procurement, optimization, facility) decision could cost 
30%; now it could be 10x! 

5. And then there is power consumption, reliability, etc 



Holistic Performance Modeling for 

Extreme-Scale HPC 
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Prediction Techniques Ranked 
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Prediction Techniques Ranked 
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Aspen – Design Goals 

• Abstract Scalable Performance Engineering Notation 

– Create a deployable, extensible, and highly semantic representation for 
analytical performance models 

– Design and implement a new language for analytical performance modeling 

– Use the language to create machine-independent models for important 
applications and kernels 

• Models are composable 

K. Spafford and J.S. Vetter, “Aspen: A Domain Specific Language for Performance 

Modeling,” in SC12: ACM/IEEE International Conference for High Performance 

Computing, Networking, Storage, and Analysis, 2012 
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Aspen Design Flow  

Creation 

• Manual for future applications 

• Static analysis via compilers 

• Historical 

• Empirical 

Use 

• Interactive tools for graphs, queries 

• Design space optimization 

• Drive simulators 

• Feedback to runtime systems 

Representation in Aspen 

• Modular 

• Sharable 

• Composable 

• Reflects prog structure 

Existing models for MD, UHPC CP 1, Lulesh,  

3D FFT, CoMD, VPFFT, … 

Source code 

Aspen code 

K. Spafford and J.S. Vetter, “Aspen: A Domain Specific Language for Performance Modeling,” in SC12: ACM/IEEE International Conference for High Performance 

Computing, Networking, Storage, and Analysis, 2012 
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Creating Aspen Models 

  

S. Lee, J.S. Meredith, and J.S. Vetter, “COMPASS: A Framework for Automated Performance Modeling and Prediction,” in ACM 

International Conference on Supercomputing (ICS). Newport Beach, California: ACM, 2015, 10.1145/2751205.2751220. 
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Simple MM example generated from COMPASS 
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LULESH in Aspen 
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LULESH – runtime optimizations 
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3DFFT 
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3DFFT: Slab vs. Pencil Tradeoff 

Ideal Parallelism 

• Insights become obvious with Aspen 
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Design Space Exploration 

• n is approximately 5000 
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PANORAMA Overview 

Infrastructure 

Design

Model Validation

Workflow Execution

Simulation

Anomaly 

Detection and 

Diagnosis

Resource 

Mapping and 

Adaptation

ExoGENI

OLCF

NERSC

Viz

APS

HPSS

VDF

SNS E
S

n
e

t

Workflow

Pegasus Framework

Aspen Modeling Language 

and System

Resources
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testbed

E. Deelman, C. Carothers et al., “PANORAMA: An Approach to Performance Modeling and Diagnosis of Extreme Scale Workflows,” International Journal of 

High Performance Computing Applications, (to appear), 2015,  
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Spallation Neutron Source Workflow 

 

Production Stage 

Coherent Analysis Incoherent Analysis 

Equilibrate Stage 

U
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e

 

Post-

processing 

Input 

Parameters 

Amber14      Filtering 

kernel main 
{ 
   par { 
      seq { 
         call namd_eq_200() 
         call namd_prod_200() 
      } 
      seq { 
         call namd_eq_290() 
         call amd_prod_290() 
      } 
      call unpack_database() 
   } 
   par { 
      call amber_ptraj_200() 
      call amber_ptraj_290() 
   } 
   par { 
      call sassena_coh_200() 
      call sassena_coh_290() 
      call sassena_inc_200() 
      call sassena_inc_290() 
   } 
} 
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Summary 

• Our community has major challenges in HPC as we move to extreme 
scale 

– Power, Performance, Resilience, Productivity 

– Major shifts in architectures, software, applications 

• Not just HPC: Most uncertainty in two decades 

• New technologies emerging to address some of these challenges 

– Heterogeneous computing 

– Nonvolatile memory 

• Consequently, we now have critical situations in  

– Portable programming models 

– Performance prediction for procurement, optimization, etc 

• Aspen is a tool we have developed for performance prediction 
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